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Abstract: This article presents a method for simulation of continuous and discrete fracture parameters distributions in hy-
drocarbon reservoirs using Sequential Indicator Simulation (SIS) and Sequential Gaussian Simulation (SGS) methods. 
Fracture parameters including azimuth, dip and density are integrated with the porosity and permeability values deter-
mined in the models. Based on this study we have identified stylolites, occluded fractures, vugs (isolated pores) and open 
fractures using core data from 13 wells in one of the southern Iranian gas fields. A model is constructed using SIS that 
contains fractures. This enables us to evaluate the role of fractures in the model enhancing permeability and their predict-
ability in reservoirs. For this purpose, only the fractured blocks of the mentioned model were selected for fractures den-
sity, azimuth and dip modeling. Afterward, a novel function named Fracture Effect Factor (FEF) is introduced to calculate 
the effect of fractures on permeability model in the fractured blocks. For porosity modeling, fractures type model is used 
as an aid for increasing the accuracy of the modeling so that for the mentioned four fracture types, individual variograms 
are constructed and porosity estimation in each block is performed based on its related variogram. The proposed model is 
compared with dual porosity model on a fractured reservoir in South of Iran for a period of 18 years. The results of this 
research indicate that this method can visualize a more real estimation of dynamic and static behavior of the reservoir. 

Keywords: FMI log, fracture density, fracture azimuth, fracture dip, Sequential Gaussian Simulation (SGS), Sequential Indica-
tor Simulation (SIS). 

1. INTRODUCTION 

 Fractured reservoirs are so complex and their analysis is 
associated with difficulties. For effective analysis and devel-
opment of such reservoirs, we need to recognize the role of 
naturally forming fractures and consider them in our plans 
for data collection and their analysis, systematically. In spite 
of the several studies in previous years on the fractured res-
ervoirs, mechanism of the multiphase fluid movement has 
not been very well understood. In this regard, we can point 
to the [1] and the concept of the dual porosity model in the 
fractured reservoirs. The theory of Warren and Root was 
presented for the single phase flow in the permeable envi-
ronment which is still in use 45 years later. It was extended 
by the Kazemi and his research group for numerical simula-
tion of the fluid flow in porous and permeable medium [2]. 
Afterward, reservoir engineers realized that they should pre-
dict the uncertainty for reservoir controlling parameters such 
as porosity, permeability and water saturation. Solution of 
the PDE equations during the time without considering the 
uncertainty had differences with interpreting fractured reser-
voirs behavior. So, the model which could show the uncer-
tainty of fracture distribution can have an important role in 
this regard. The methods for quantifying uncertainty have 
been presented by [3]. Lately, modeling and optimizing of 
fractures distribution has been analyzed by [4] using object 
modeling method. In this article, with the use of this idea and 
with the help of simulation methods we studied uncertainty 
of fractures and reservoir parameters for reducing the risk  
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and improving the production estimation [3-6] modeled flow 
through disconnected fracture systems. They showed that in 
disconnected systems (which are almost certainly the most 
common in the subsurface) that it is fracture length and 
length distribution that are vital to flow. There is a general 
similarity between [6] and present work. It is in modeling of 
fracture parameters network distribution using geostatistics 
for improving the efficiency of dynamic models. The main 
difference between this work and Philip et al. is in selection 
of fracture parameters. They modeled fracture length, length 
distribution and fracture spacing which have a close relation-
ship with regional stresses in disconnected systems. Fracture 
length is an important factor for flow, but our main focus 
will be on modeling and investigating the effect of fracture 
density, dip and azimuth on fluid flow using Sequential 
Gaussian Simulation (SGS) and Sequential Indicator Simula-
tion (SIS) methods in one of the Southern Iranian carbonate 
reservoirs. Kangan and Dalan Formations are the main reser-
voir units of the studied field which are composed of carbon-
ate rocks (dolomite, dolomitic limestone and limestone with 
anhydrite nodules). Play type is condensate. Fracture pa-
rameters including azimuth, dip and density were calculated 
based on interpretation of FMI log data. The present study 
proposes an applied and novel method for studying the the 
effect of open fractures, which are tectonic in their origin, on 
porosity, permeability and dynamic models. As a result, the 
information achieved from the fracture models was included 
as a constant coefficient on the permeability model. 3D visu-
alizations of the PETREL software were used to show the 
continuity of reservoir, existence of the flow barriers and 
high porosity and permeability zones. Finally, dynamic 
model of the reservoir is used for predicting and studying 
future production of the reservoir. 
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2. METHODOLOGY 

2.1. Structural Analysis 

 Structural analysis, in which variogram equations are 
solved, is the primitive phase for regional variables model-
ing. The techniques such as Kriging or conditional simula-
tion are used to estimate the parameters distribution [7-10]. 
Most of the conventional geostatistical methods use histo-
gram and variogram parameters of data for predicting data 
distribution in two and three dimensions. Generally, vari-
ograms are calculated in 3 directions including x, y and z. 
Vertical variograms are generally calculated with the use of 
core or well log data. Unfortunately, in the horizontal direc-
tion with limited wells, it is difficult to obtain variograms; 
but with the aid of sedimentology model, this concern can be 
addressed. So, type of lithology and sedimentary environ-
ment could play an important role in the study of spatial 
structure or variogram. In this direction, first with the use of 
SIS method, distribution of the fracture sets is modeled. At 
the next step, fracture parameters model is used as the condi-
tion in estimating porosity and permeability parameters. 
 Horizontal and vertical variograms are used for determin-
ing spatial correlation and anisotropy direction of porosity, 
permeability and fracture parameters for the long range 
structures. The variogram is the main factor controlling the 
conditional simulation. So, for sensitivity estimation, many 
realizations would be generated. Finally, with the use of dy-
namic simulation the best model would be selected with re-
gard to structural distribution of porosity, permeability and 
fracture parameters. It should be mentioned that produced 
versions of the realizations should correspond to the: 
�  measured data in the wells. 
�  parameter distribution histogram 
�  variogram model. 
�  well production history. 

2.2. Spatial Structure 

 Variogram or spatial structure would determine variation 
of the parameters such as porosity, permeability and frac-
tures distribution in space. It is used for modeling of the re-
gional variables. The semi-variogram (h) shows the changes 
of a regional variable (z) as a function of Lag distance be-
tween two measuring points of xi and xi+ h, as below 

h( ) = 1

2N h( ) Z(xi + h) Z(xi )[ ]
i=1

N h( ) 2

           (1) 

in which N(h) is total number of the points. In this research, 
one variable Variogram is used for studying the regional 
variables [11]. 

2.3. Simulation: SGS and SIS 

 The main goal of SIS and SGS methods is simulation of a 
variable in a three dimensional space with 3D network. For 
the reason that after simulation of each block, its estimated 
value is used for simulation of other blocks, it is named as 
sequential simulation [11]. In this method, first the probabil-
ity distribution of each block is calculated based on the exist-
ing information in three dimensional variogram. Then, an 
amount of probability distribution is chosen randomly to 

estimate that parameter in the mentioned block. It should be 
noted that in the normal conditioning simulation, use of 
standard normal distribution is essential for each parameter. 
So, at the first stage data were normalized and after the simu-
lation process, all simulated data were de-normalized. Gen-
erally, SGS technique is used for estimation of continuous 
variables such as porosity and permeability in a 3D space. 
Steps of the SGS algorithm are described as below [12, 13]: 
1. Normalization of the original data 
2. Calculating variogram of the normalized data 
3. Selection of a random path for the cells that will be 

simulated. 
4. Estimation of each cell value based on known and 

simulated values 
5. Choose of a random value of the continuous parame-

ter (such as permeability) from normal distribution. 
This value would be added to the stimulated series. 

6. Steps 4 and 5 are repeated to simulate all the cells 
7. De-normalization of the simulated values 
 The conditional indicator simulation is similar to the 
normal conditioning simulation. A small difference exists 
between them. In the conditional indicator simulation there 
is no need for data normalization. Data are only defined with 
the 0 and 1 probabilities. The probability of 0 shows lack of 
the mentioned variable and the probability of 1 indicates 
100% presence of the variable. Steps of SIS algorithm are 
similar to those of SGS method, with this difference that in 
SIS there is no need to perform steps 1 and 7. 

 
2.3.1. Fractured Reservoirs Simulation 

 Fractures cause difficulty in estimating static and dy-
namic properties of hydrocarbon reservoirs. Simulation of 
fractures and their relationship with the matrix block is an 
important issue in the analysis of fractured reservoirs [13-
16]. Often, fractures have a complex pattern and are com-
posed of multiple sets. Each set of these fractures may differ 
from other sets in dip, azimuth and spacing. These sets 
would be related to the natural stresses. Fractures can be 
detected on the core samples by macroscopic and micro-
scopic studies. Also, through the especial well logs analysis 
such as FMI and FMS log data, they can be identifiedm, 
qualitatively and quantitatively. Such fractures can increase 
the permeability, significantly and could improve the well 
production. Therefore, study of fractures and their effect on 
the static and dynamic models is important. If the fracture 
model is not included in the static models, well productivity 
index (Q/ P) will be underestimated and pressure gradient 
will be overestimated. Present study proposes a novel ap-
proach for increasing the accuracy of static models by inte-
grating them with fracture facies (SIS) and parameters (SGS) 
model. 

2.4. Analysis of Fractures Nature (Fracture Facies) 

 In spite of mechanical stratigraphy, in the fracture strati-
graphy approach, we are relating fracture distribution to rock 
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or petrologic controls (such as composition, grain size, and 
porosity) and mapping these rock property distributions in 
the subsurface [17]. There are several classifications of the 
fractures based on scale, origin, morphology, tectonic and 
their effect on reservoir quality. One of the important factors 
which can affect the fractures is diagenesis. There are several 
papers that discuss the role of diagenetic processes such as 
dissolution, cementation, compaction, dolomitization and 
pressure dissolution on fractures from them works of [18-22] 
could be mentioned [19] proposed a novel and interesting 
classification for fractured reservoirs. However, solution of 
matrix equations using geostatistics is a time consuming 
process. Also [23, 24], proposed classifications for pore 
types in hydrocarbon reservoirs. 
 A good classification of fractures is proposed by [17]. He 
proposed four fracture types based on of the effects of frac-
ture system to overall reservoir quality as below: Type 1: 
Fractures provide the essential reservoir porosity and perme-
ability. Type 2: Fractures provide the essential reservoir 
permeability. Type 3: Fractures assist permeability in an 
already producible reservoir. Type 4: Fractures provide no 
additional porosity or permeability but create. 
 The classification presented in this study is to some ex-
tent different from that of [17]. Reservoir rocks were classi-
fied into four facies based on presence or absence of the 
open fractures, pore types, connectivity of pores and their 
porosity-permeability relationship as below: 
 Fracture facies 1: matrix or reservoir rocks without po-
rosity and permeability. 
 Fracture facies 2: rocks with occluded pores or pores 
filled with cement, such as stylolites and fractures filled with 
secondary cement (porosity and permeability is very low). 
 Fracture facies 3: rocks with isolated porosity (non-
effective porosity) such as moldic and vuggy porosity (high 
porosity and very low permeability) 
 Fracture facies 4: rocks with open fractures and con-
nected pores (very low porosity and high permeability) 
 This classification can justify diagenesis and its effects 
on fractures. For example, if cementation occludes the frac-
ture rock will be classified as fracture facies 2 or if dissolu-
tion causes moldic pores rock will be classified as fracture 
facies 3. Also, it could be considered as an efficient way for 
calculation of fracture effect factor in only fractured blocks 
of the permeability model. 
 Several researchers such as [25-31] have tried to investi-
gate the role of micro-fractures in fractured reservoirs. Also, 
some researcher discussed on indentifying open and seal 
fractures from them [32-34] can be mentioned. It is neces-
sary to mention that using this classification the role of frac-
ture parameters will be investigated. That is, fracture pres-
ence (whether micro or macro-fractures) is important. Be-
cause, we will deal with only fractured blocks in the model. 
 The purpose of this classification is to construct a more 
realistic model of the reservoir parameters (porosity and 
permeability). The fracture facies model in combination with 
porosity and permeability models could provide a better way 
to acquire much more knowledge of fracture effects on static 
 

and dynamic models. In this research, all of the information 
regarding factures nature and pore types was obtained by 
macroscopic and microscopic core studies. For microscopic 
analysis, 1500 thin sections from 13 cored wells were stud-
ied. Representative photomicrographs of the mentioned clas-
sification (matrix, stylolite, vugs and fracture) are shown in 
Figs. (1-4). The most important issue in the statistical analy-
sis of fractures is identification of their spatial structure us-
ing varigram tool. For this purpose, following codes were 
assigned to the fracture facies: 
Code 0: Matrix 
Code 1: Stylolites and occluded fractures with permeability 
of about 0 
Code 2: Isolated pores, vuggy and moldic pores 
Code 3: Open fractures and connected pores 

 
Fig. (1). Potomicrograph showing a sample of matrix (carbonate 
facies). Porosity and permeability are near zero. 

 
Fig. (2). Photomicrograph showing a sample of Stylolite (carbonate 
facies). Porosity and permeability are very low. 

 Variograms of the fracture facies were obtained based on 
study of 13 cored wells (Fig. 5). Afterward, distribution of 
the fracture facies was simulated using SIS technique. In Fig. 
(6) one of the best realizations of the simulation is shown. 
According to the basics of structural analysis, produced re-
alization should confirm the histogram of the known parame-
ters distribution (Fig. 7). 
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Fig. (3). Photomicrograph showing a sample of vuggy porosity 
(carbonate facies). Porosity is high and permeability is low. 

 

Fig. (4). Photomicrograph showing a sample of open fracture + 
vugs (carbonate facies). Permeability is high and porosity is low. 

3. RESULTS 

 The studied reservoir covers an area of about 21 km by 
40 km and thickness of the reservoir interval is 95 m. With 
this consideration, the grid dimensions of the reservoir are 
defined as 164 block in x direction, 88 blocks in y direction 
and 95 layers in z direction. The dimensions of each block in 
the mentioned grid are 250m 250m 1m. 

3.1. Porosity and Permeability Modeling 

 Porosity and permeability are of the most important con-
tinuous variables which were simulated in this study. In this 
research, in order to obtain a more realistic view of distribut-
ing pore space in the studied reservoir, fracture facies model 
was used to improve the porosity model. It means that vari-
ograms of porosity distribution were obtained according to 
the fracture facies model. Horizontal and vertical variograms 
were calculated for the porosities related to matrix, stylolite, 
vug, and fracture, separately. Then, in order to estimate po-
rosity in each reservoir block, based on its fracture facies 
model, the related variogram was used. Porosity of the wells 
was obtained from analysis of petrophysical data (neutron 
and density logs). Thirty realizations of porosity distribution 
were obtained using SGS method. The best realization is 
shown in Fig. (8). 

 
Fig. (5). Variograms of fracture facies in x, y and z direction. 

 
Fig. (6). 3D model of fracture facies. 

 Core permeability data were available for 13 wells of the 
studied field. As we will see, at the next stage a coefficient 
will be calculated for the permeability based on fracture pa-
rameters in two horizontal and one vertical direction. Perme-
ability model will be updated based on fracture parameters 
model in 3 original directions. 
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Fig. (7). Histogram of fracture types. 

 
Fig. (8). 3D model of porosity distribution. 

Fig. (9). Results of FMI log interpretation using BorTex software. 

 
Fig. (9). Results of FMI log interpretation using BorTex software 
(Cont’d). 

3.2. Fracture Parameters Modeling 

 In this study, FMI log data from 7 wells were analyzed 
and interpreted using the BorTex software and fracture pa-
rameters including fracture azimuth, dip and density were 
calculated. The results of this analysis are shown in Fig. (9) 
for one of the representative wells. Fracture sampling prob-
lem is an important issue in modeling of fractured reservoirs. 
Selected samples must be enough and representative of 
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whole of the reservoir. Several researchers have discussed on 
sampling problem and have tried to measure fracture pa-
rameters as accurate as possible such as [35-37]. Sample rate 
of calculated fracture parameters using FMI logs is 15 cm. 
So, there were enough samples of fracture parameters from 
the mentioned 7 wells. They were considered as representa-
tive samples for fractures of the studied reservoir. 
 The way of fractures distribution within the reservoir in 
is in relation to the dominant compressional and tensional 
stresses in the studied area. Rose diagram showing the distri-
bution of fractures azimuth and dip is shown in Fig. (10). In 
the studied area which belongs to Southern Iran offshore gas 
field, regional compressional forces are in NW-SE direction, 
which in turn lead to the distribution of fractures with NE-
SW direction. It is necessary to mention that in some cases 
azimuth of the fractures may not be aligned with maximum 
horizontal stress. There are a large number of papers in the 
literature that state that this is the case; there are other papers 
that refute that this is a controlling factor in at least a signifi-
cant number of cases. This is discussed in [38]. 

Fig. (10). Rose diagram showing the distribution of fractures azi-
muth and dip. 

 The most important purpose in the geostatistical stimula-
tion of facture parameters is calculating fractures effect on 
the permeability model which will be discussed in the next 
section. Dip of a variable varies from 0 to 90. Dip of the 
fractures in this field varies from 35 to 75 degrees. There-
fore, in the range of 35 to 75 degrees, dip of fractures may  
 

take a stochastic distribution. It means close points are more 
similar than distant ones. Azimuth shows more variations. 
According to the Rose diagram of Fig. (10), based on azi-
muth two sets of fractures could be identified: 1-fractures 
with NW-NE direction (350-60 ) 2- fractures with SE direc-
tion (180-240 ). So, at the first stage separation of fractured 
blocks in these two ranges is necessary. For this purpose, 
two simple codes were defined, code 0 represents the frac-
tured blocks in the azimuth range of 350-60 and code 1 rep-
resents those in the azimuth range of 180-240 . These two 
ranges of azimuth in all fractured blocks were simulated 
through SIS method. 
 In order to homogenization of azimuth, a variable change 
in the range of 350-60 was carried out as  correct = /360. 
This indicates azimuth of fractures in a unit volume of geo-
logical model block. After the azimuth distribution is deter-
mined in the two mentioned classes, two models are com-
bined to generate a single model. It is necessary to say in all 
stages of fracture parameters simulation (fracture azimuth, 
dip and density); analysis is performed only on the fractured 
blocks of the model. After the spatial structures of fracture 
parameters were determined (Figs. 11-13), 3D distribution of 
azimuth, dip and density of the fractures was estimated 
through SGS (Figs. 14-16). 

Fig. (11). Variogram of fracture density in x, y and z directions. 
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Fig. (12). Variogram of fracture dip in x, y and z directions. 

3.3. Transformation of Fracture Parameters to the Frac-
ture Effect Factor 

In this research a new function is introduced to show the 
impression of the fracture parameters including azimuth, dip 
and density on the permeability model. This function is 
named as fracture effect factor (FEF) which calculates fracture 
parameters as a coefficient in fractured blocks. The FEF func-
tion is expressed as below: 

FEF x = 1+ A
Ln(N f +1)

Ln(N f max +1)
+ B sin(± ).sin           (2) 

FEF y = 1+ A
Ln(N f +1)

Ln(N f max +1)
+ B cos(± ).sin           (3) 

FEF z = 1+ A
Ln(N f +1)

Ln(N f max +1)
+ B.sin            (4) 

 In this equations, ,  and Nf are the azimuth, dip and 
density of the fractures, respectively. Nfmax is the maximum 
of fracture density. These are experimental equations show-
ing the role of fracture parameters in x, y and z directions on 
each permeability block. There is a direct relationship  
 

Fig. (13). Variogram of fracture azimuth in x, y and z directions. 

between permeability and Ln (Nf)/Ln (Nfmax) in three original 
directions. To avoid division by zero (Ln Nfmax=0) or ignor-
ing the role of fracture density (Ln Nf=0), constant 1 was 
added to numerator and denominator of mentioned ratio. The 
role of fracture dip and azimuth was included as Sin (± ).Sin 
 in x direction, Cos (± ).Sin  in y direction and Sin  (in z 

direction). Azimuth of the fracture is meaningless in z direc-
tion and was not considered in Eq. (4). Coefficients A and B 
are constants which were optimized by analyzing the results 
of dynamic simulation. They play an important role on the 
results of dynamic simulation. Small values of A and B lead 
to decrease in the permeability and lower permeability 
causes less production. As a consequence, results of dynamic 
simulation will not be matched with production history. Such 
a conclusion will be vice versa if A and B values are over-
estimated. So, by optimal fitting between dynamic simula-
tion and production history results, A and B coefficients 
were determined as 3 and 1.7, respectively. 
 Three mentioned equations clearly show the impression 
of azimuth, dip and density parameters of the fractures on 
permeability coefficient. 
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Fig. (14). Cross-section of fracture density in NE-SW direction. 

 
Fig. (15). Cross-section of fracture dip in NE-SW direction show-
ing that fractures dip in crest is higher than limbs. It shows a flexure 
folding in which fractures in the crest have been developed perpen-
dicular to compressional forces. 

 
Fig. (16). Cross-section of fracture azimuth in NE-SW direction. 

 At last, by using all of the mentioned functions for every 
fractured block, fracture effect factor is calculated in three 
original directions. Figs. (17-19) show the model of perme-
ability in x, y and z directions in which FEF is included. 

 
Fig. (17). Model of permeability in x direction. 

 
Fig. (18). Model of permeability in y direction. 
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Fig. (19). Model of permeability in Z direction. 

4. DISCUSSION 

 In this work, using petrographic studies fractured blocks 
were identified and separated for further study. The effect of 
fracture parameters on permeability model was shown by 
fracture effect function. After construction of the static mod-
els with the proposed methodology, dynamic model of the 
reservoir was constructed and a comparison was made be-
tween performances of the proposed model with that of the 
dual porosity model for three wells of a fractured reservoir in 
Southern Iran for a period of 18 years. Figs. (20-25) show 
condensates production rate and reservoir pressure changes 
for a period of 18 years in the wells 41, 46 and 49 from the 
studied reservoir. In this simulation, we do not want not to 
correlate the history with the simulation results. But, our 
purpose is to compare production rate and pressure change 
between single porosity model (which its static model is 
constructed by means of proposed methodology) and dual 
porosity model, with the same primary reservoir conditions. 

Fig. (20). A comparison between single porosity and dual porosity 
models for simulating production of condensates in well 46. 

 As it can be seen from the Figs. (20-25), single porosity 
model shows the real behavior of reservoir in the range of 
production history. But, dual porosity model does not show 
this behavior clearly and it needs adjustment of the reservoir 
parameters distribution. The presented results are after the 
adjustment. 
 In this study, our purpose is not to reject the application 
of the dual porosity models for fractured reservoirs simula-
tion. But, it can be claimed that if the fracture parameters  
 

role are considered in the constructing static models, single 
porosity model can be used as a cost effective and time sav-
ing method for simulation of the fractured reservoirs. Be-
cause, it shows the real behavior of the reservoir for a range 
of production history very well (gas and condensates produc-
tion and pressure changers rate). 

 
Fig. (21). A comparison between single porosity and dual porosity 
models for simulating production of condensates in well 49. 

 
Fig. (22). A comparison between single porosity and dual porosity 
models for simulating production of condensates in well 41. 

Fig. (23). A comparison between single porosity and dual porosity 
models for simulating pressure changes in well 46. 
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Fig. (24). A comparison between single porosity and dual porosity 
models for simulating pressure changes in well 49. 

Fig. (25). A comparison between single porosity and dual porosity 
models for simulating pressure changes in well 41. 

SUMMARY AND CONCLUSIONS 

1. Using the macroscopic and microscopic core study, 
four fracture facies including matrix, stylolite and oc-
cluded fractures, vuggy and moldic pores and open 
fractures were indentified. In this classification matrix 
is classified as rocks with no fractures and near zero 
porosity and permeability. This classification aimed 
at calculating fracture parameters effect on flow in 
only fractured blokes. Fracture facies were modeled 
through SIS. 

2. Classification of reservoir rocks based on fracture 
facies and its integration with static models is an ef-
fective way for analysis of the fractured reservoirs. 

3. Fracture parameters distribution comprising of frac-
ture dip, azimuth and density were modeled using 
SGS method. 

4. An optimal function was introduced for calculating 
the effect of fracture parameters on the permeability 
model. This model was used for the simulation of 
fluid flow. 

5. The results showed that optimizing reservoir parame-
ters and fracture parameters distribution with the use 
of single porosity model is a cost effective and time 
saving method for simulation of fractured reservoirs. 
Because, the results of production history and future 
reservoir behavior and their comparison with well ob-

servations confirm the satisfactory results of single 
porosity model. 
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